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Abstract 

 

Depression, anxiety, and stress are prevalent mental health disorders with profound effects on individuals and society. 

Early and accurate predictions of these conditions can significantly improve treatment outcomes. In this study, we 

applied three machine learning models—K-Nearest Neighbors (KNN), Support Vector Machine (SVM), and Random 

Forest—to predict severity levels of these disorders based on Depression Anxiety Stress Scales (DASS) responses. 

Among the models, SVM demonstrated the highest performance, achieving 99% accuracy across all datasets, followed 

closely by Random Forest, particularly on the depression and stress datasets. These results highlight machine learning's 

potential in enhancing mental health diagnostics, with SVM proving the most effective for accurate classification. 
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Introduction 

Depression, anxiety, and stress are prevalent mental health conditions, each with unique 

characteristics but often overlapping in their effects on well-being. Depression is marked by 

persistent sadness, a sense of hopelessness, and a loss of interest in activities once enjoyed. It affects 

mood, energy, sleep, appetite, and concentration and, in severe cases, can lead to suicidal thoughts, 

making it a leading cause of global disability. Anxiety, in contrast, is characterized by excessive 

worry, fear, or nervousness that may interfere with daily functioning. People with anxiety often 

experience physical symptoms such as a racing heart, muscle tension, and restlessness, which can 

lead to avoidance of situations that trigger these feelings. Stress, while a natural response to 

challenging situations, can become harmful when prolonged or intense, affecting physical and 

mental health by straining the body’s adaptive systems. Chronic stress, often linked to work, 

relationships, or financial concerns, can weaken immunity and heighten vulnerability to both 

depression and anxiety, creating a complex cycle of emotional distress. Addressing and healing these 

conditions is essential for enhancing individual well-being and societal productivity. [1-3] 
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Machine learning (ML) is a branch of artificial intelligence that enables computers to learn from 

data patterns without explicit programming, making it highly valuable for complex data analysis 

across many medical fields, including radiology [4-6], diagnostic [7-9], treatment [10-12], and 

mental health [13-16]. In mental health care, ML can process large and varied datasets—such as 

clinical records, wearable device data, and self-reported assessments—to identify patterns that 

would be challenging or time-consuming for human analysis alone. By learning from these patterns, 

ML algorithms can develop predictive models that offer insights into a person’s mental health 

trajectory, potentially identifying subtle risk factors for conditions like depression, anxiety, and 

stress [17-19]. In terms of practical applications, ML can predict an individual’s likelihood of 

developing severe symptoms based on behavior changes, social interaction frequency, or even 

physiological data like sleep and heart rate [20]. It can also assist in personalizing treatment 

approaches [21], matching patients to therapies that have the highest likelihood of effectiveness for 

their specific needs. Additionally, machine learning models are being used to develop digital tools 

for real-time mental health monitoring [22], enabling clinicians to track patient progress and adjust 

treatments as necessary. By enhancing diagnostic accuracy, offering predictive capabilities, and 

personalizing interventions, ML has the potential to transform the way mental health conditions are 

managed, ensuring proactive, data-driven care that can improve outcomes for individuals 

experiencing depression, anxiety, and stress. 

 

In this paper, we develop predictive models for depression, anxiety, and stress using three machine 

learning algorithms: K-nearest neighbors (KNN), Support Vector Machine (SVM), and Random 

Forest. Each of these algorithms offers unique advantages in handling diverse data types and 

complexities associated with mental health prediction. KNN is effective for analyzing proximity-

based relationships within the data, SVM is known for its robust classification capability even with 

high-dimensional data, and Random Forest provides ensemble learning benefits, reducing 

overfitting and enhancing prediction accuracy. By comparing these models, we aim to identify the 

most effective approach for accurately predicting mental health outcomes and to provide insights 

into the application of machine learning for improving mental health diagnosis and management. 

 

Methods and Materials 

 

Dataset 

 

In this study, we utilize a dataset comprising responses to the Depression Anxiety Stress Scales 

(DASS), a widely used psychological assessment tool. Collected from 39,775 participants, this 

dataset includes detailed questions, responses, and relevant metadata, providing a rich source of 

information for predicting mental health outcomes related to depression, anxiety, and stress. The 

dataset was hosted on OpenPsychometrics.org, a nonprofit organization dedicated to public 

psychology education and research data collection. The extensive data size and range of responses 

enable robust machine learning model training, aiming to enhance the predictive capabilities of our 

approach in identifying key patterns and risk factors in mental health assessments. [23] 
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Figure 1 Dataset distribution [23] 

Figure 1 illustrates the distribution of severity labels for depression, anxiety, and stress within the 

dataset, each dataset showing unique patterns that reflect variations in symptom severity among 

participants. In Depression, there is a clear skew towards the Extremely Severe category, with nearly 

14,000 cases, indicating that a substantial portion of respondents reported severe depressive 

symptoms. The Normal category follows with approximately 9,000 cases, representing individuals 

without depressive symptoms. The Severe and Moderate categories are both well-represented, with 

around 6,000 cases each, while the Mild category has the fewest cases, at around 4,000. This 

imbalance, with a high concentration in the Extremely Severe and Normal categories, could 

potentially impact the performance of machine learning models by making it more challenging to 

accurately distinguish between intermediate severity levels. In contrast, the Stress shows a more 

balanced distribution across severity levels. The Normal category has the highest frequency, with 

nearly 12,000 cases, suggesting that a large portion of respondents report low-stress levels. The 

Severe and Moderate categories are close in frequency, each with around 9,000 cases, reflecting a 

substantial population with moderate to high stress. Meanwhile, the Extremely Severe and Mild 

categories are less frequent, each below 7,000, indicating fewer participants at the extreme ends of 

the stress scale. This distribution provides a broader range of severity levels for model training, 

which could aid in developing models capable of more nuanced classification between stress levels. 

Anxiety mirrors the depression dataset’s pattern, with a pronounced skew towards the Extremely 

Severe category, which includes around 14,000 cases, and the Normal category, with approximately 

9,000 cases. The intermediate Severe and Moderate categories each have a moderate number of 

cases, while Mild is the least represented.  
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Figure 2  left: Random Forest [24], right: KNN [25]  

This distribution, heavily weighted toward high and low extremes, presents similar challenges to 

those in the depression dataset, as models may struggle to differentiate intermediate levels due to 

the smaller representation of mild and moderate cases. 

 

Overall, these datasets present unique distribution patterns, with both the depression and anxiety 

datasets showing pronounced imbalances toward the Extremely Severe and Normal categories, 

while the stress dataset displays a more even distribution across severity levels. This variability in 

label distribution will likely influence the performance of predictive models, potentially 

necessitating techniques like class balancing or weighting adjustments to ensure accurate predictions 

across all severity categories. 

 

Machine Learning Models 

 

• K-Nearest Neighbors (KNN): KNN is a non-parametric, instance-based learning algorithm that 

classifies a data point based on the majority label of its 'k' nearest neighbors, where 'k' is a user-

defined parameter. The algorithm calculates the distance between points, commonly using 

Euclidean distance, though other distance metrics (such as Manhattan or Minkowski) can be 

applied depending on the dataset characteristics. KNN’s simplicity lies in its lazy learning 

approach—it stores all training instances and makes predictions only at the time of classification. 

This method allows it to adapt to complex decision boundaries, but it is computationally 

intensive for large datasets as it requires calculating distances to all training points for each new 

prediction. Additionally, KNN can be sensitive to the choice of 'k' and the scale of features, 

which often necessitates normalization or standardization. 

 

• Support Vector Machine (SVM): SVM is a supervised learning algorithm that aims to find an 

optimal hyperplane that maximally separates classes in the feature space. In its simplest form, 

SVM is a linear classifier; however, it can handle non-linear separations using the "kernel trick," 

where data is mapped into a higher-dimensional space to find a linear separation in this 

transformed space. Common kernels include linear, polynomial, radial basis function (RBF), and 

sigmoid, each providing different capabilities to capture complex relationships. SVM maximizes 
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the margin—the distance between the hyperplane and the nearest data points from each class, 

known as support vectors—enhancing generalization. The choice of regularization parameter 

(C) and kernel parameters, such as gamma for the RBF kernel, are critical in balancing the trade-

off between maximizing the margin and minimizing classification error, especially in cases 

where data is not linearly separable. 

 

• Random Forest: Random Forest is an ensemble learning algorithm that combines the predictions 

of multiple decision trees to improve accuracy and reduce overfitting. Each tree is trained on a 

bootstrap sample of the dataset, and at each node, a random subset of features is considered for 

splitting, promoting diversity among the trees. This approach helps Random Forest to be resilient 

against noise and provides reliable predictions even in high-dimensional, complex datasets. The 

number of trees (n_estimators) and the maximum depth of each tree are hyperparameters that 

impact the model’s performance and computational efficiency. Random Forest also provides 

feature importance scores by measuring how much each feature decreases impurity across the 

forest, enabling insight into the contribution of individual variables in the classification process. 

This robustness and interpretability make Random Forest particularly useful for applications 

requiring both accuracy and explainability. 

 

Results 

 
The four metrics—accuracy, precision, recall, and F1-score—each provide a unique perspective on 

model performance, particularly in classification tasks. Accuracy measures the proportion of 

correctly classified instances out of all predictions, offering a general overview of a model's 

effectiveness. However, accuracy alone can be misleading, especially with imbalanced datasets, 

where high accuracy may not indicate strong performance across all classes. Precision is the ratio of 

true positive predictions to the total positive predictions, reflecting the model's ability to avoid false 

positives. This metric is crucial when the cost of false positives is high, as it ensures that predictions 

labeled as positive are indeed correct. Recall (or sensitivity) measures the model's capacity to 

identify all relevant cases by calculating the ratio of true positives to the total actual positives, 

focusing on minimizing false negatives. High recall is essential when it's critical to capture all 

positive cases, even if it means including some false positives. F1-score combines precision and 

recall into a single metric by taking their harmonic mean, offering a balanced measure especially 

useful when precision and recall are equally important, as it accounts for both false positives and 

false negatives. Together, these metrics give a comprehensive view of model performance, allowing 

for nuanced evaluations of classification effectiveness across datasets. 

 

The results for each disorder highlight varying levels of effectiveness for the models used: KNN, 

SVM, and Random Forest. On the Depression dataset, SVM demonstrated the highest performance, 

achieving near-perfect scores with accuracy, precision, recall, and a F1-score of 99%. This indicates 

that SVM effectively classified depression severity with minimal misclassification. KNN and 

Random Forest also performed well on the depression dataset, each reaching an accuracy of 93% 

and similar precision, recall, and F1 scores (around 90%). While these results are strong, they fall 

short of SVM's performance, likely due to SVM’s strength in handling complex boundaries between 

classes. For the Stress dataset, SVM again outperformed the other models, achieving 99% across all 

metrics, indicating high reliability in stress classification.  
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Figure 3  Performance metrics of each model for each dataset 

Random Forest followed closely with 91% accuracy and balanced metrics (precision, recall, F1-

score) around 90%, showing that it was also able to capture stress severity effectively. KNN achieved 

slightly lower performance on the stress dataset, with an accuracy of 90%, precision of 88%, recall 

of 89%, and F1-score of 89%. This suggests that while KNN can effectively classify stress severity, 

it may be less robust than SVM and Random Forest for this task, potentially due to its sensitivity to 

the dataset's distribution. In the Anxiety dataset, SVM remained the top performer with an accuracy 

of 99%, a precision of 99%, and a slightly lower recall and F1 score (98%). This minor decrease in 

recall suggests that SVM might have missed some instances of anxiety and severity but still 

maintained high overall accuracy. Random Forest performed moderately well, with an accuracy of 

88%, precision of 83%, recall of 80%, and F1-score of 81%. KNN showed the lowest performance 

on the anxiety dataset, with 87% accuracy and an F1-score of 79%, indicating it may struggle with 

the nuances of anxiety classification. These results highlight SVM’s overall superiority across all 

three datasets, likely due to its margin-maximizing capability, which enhances its precision and 

generalization. Random Forest also performed well, particularly for stress and depression, due to its 

ensemble nature, while KNN was the least effective, particularly for anxiety, possibly due to its 

sensitivity to noisy or overlapping data points. 
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