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Abstract 

 

Embryo selection is a critical factor in the success of in vitro fertilization procedures, directly influencing the likelihood 

of a successful pregnancy. Accurate classification and detection of embryos at key developmental stages, particularly 

on Day 3 (cleavage stage) and Day 5 (blastocyst stage), are essential for making informed decisions regarding embryo 

transfer. Traditional methods of embryo assessment rely on manual morphological evaluation, which can be subjective 

and prone to inter-observer variability. To address these limitations, this study investigates the application of advanced 

deep learning models for the automated detection of embryo state using microscopic images captured on Day 3 and Day 

5. We evaluated five state-of-the-art convolutional neural network (CNN) architectures—VGG19, DenseNet, ResNet50, 

InceptionV3, and EfficientNetV2—based on their performance in distinguishing between ‘Day 3’ and 'Day 5' embryos. 

The results indicate that EfficientNetV2 outperformed the other models, achieving the highest accuracy (94.34%), 

precision (93.29%), and recall (94.31%). This superior performance suggests that EfficientNetV2 is the most reliable 

model for embryo state classification, offering the potential to significantly enhance the accuracy and consistency of 

embryo selection in IVF clinics.  
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Introduction 

In vitro fertilization (IVF) is one of the most commonly used assisted reproductive technologies 

(ART) and has revolutionized the treatment of infertility. By enabling the fertilization of eggs 

outside the body, IVF provides a pathway to pregnancy for couples facing various reproductive 

challenges. However, the success of IVF is contingent upon multiple factors, with the selection of 

high-quality embryos for transfer being among the most critical. The process of selecting embryos 
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involves evaluating their morphological characteristics at different developmental stages, notably on 

Day 3 (cleavage stage) and Day 5 (blastocyst stage). On Day 3, embryos typically consist of 6-8 

cells, and embryologists assess criteria such as the number of cells, the uniformity of cell size, the 

degree of fragmentation, and the overall symmetry. By Day 5, embryos reach the blastocyst stage, 

characterized by a fluid-filled cavity, and the differentiation of cells into the trophectoderm and inner 

cell mass (ICM). The quality of the blastocyst, including the appearance and structure of these 

components, plays a crucial role in determining the embryo's viability. [1-3] 

 

Despite the importance of these assessments, traditional embryo grading is inherently subjective. 

Embryologists use their expertise to visually inspect embryos under a microscope, but this process 

can be influenced by individual experience and interpretation, leading to variability between 

observers. This inter-observer variability can result in inconsistent embryo selection, affecting the 

chances of a successful pregnancy. Additionally, manual grading systems often fail to capture subtle, 

yet critical, features that may be predictive of an embryo’s potential for implantation and 

development. The classification of embryos on Day 3 and Day 5 is particularly important as these 

stages represent key milestones in embryo development, providing crucial information about the 

embryo's viability and potential for successful implantation. On Day 3, embryos are typically at the 

cleavage stage, consisting of 6-8 cells. The number of cells, the rate of cell division, and the 

uniformity of cell size are key indicators of the embryo’s health. Embryologists assess these features, 

along with the degree of fragmentation and overall symmetry, to identify embryos with the highest 

potential for further development. Based on this assessment, decisions can be made about whether 

to transfer the embryo on Day 3 or continue culturing it to Day 5 for further evaluation. By Day 5, 

embryos that continue to develop reach the blastocyst stage, characterized by the differentiation of 

cells into the trophectoderm and inner cell mass (ICM). The quality of these structures is a critical 

indicator of the embryo’s ability to implant and result in a successful pregnancy. Blastocysts 

generally have a higher implantation potential compared to earlier-stage embryos, making Day 5 

classification an important step in optimizing success rates. Additionally, the blastocyst stage is often 

preferred for preimplantation genetic testing (PGT) to screen for chromosomal abnormalities before 

transfer, allowing for the selection of the healthiest embryos. Given the subjective nature of manual 

grading, there is a growing interest in developing more objective and standardized methods for 

embryo assessment. [3-8] 

 

Analyzing imaging data in medicine is of paramount importance as it enables the extraction of 

critical diagnostic information, facilitates the early detection and monitoring of diseases, and 

supports the development of personalized treatment plans [9,10]. Automated systems based on 

advanced imaging techniques and artificial intelligence (AI), particularly deep learning, offer 

promising solutions to these challenges. These systems can analyze microscopic images of embryos 

in a consistent and reproducible manner, potentially identifying features that are not easily 

discernible to the human eye. By reducing human error and standardizing the evaluation process, 

AI-driven approaches have the potential to improve embryo selection, thereby increasing the success 

rates of IVF procedures. The advent of deep learning and its applications in medical imaging has 

opened new avenues for enhancing the accuracy and consistency of embryo classification. Deep 

learning models, particularly convolutional neural networks (CNNs), have demonstrated remarkable 

success in various image classification tasks, including medical diagnostics, by learning intricate 

patterns and features from large datasets. In the context of IVF, the application of deep learning to 

embryo classification offers the potential to standardize assessments, reduce human error, and 
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ultimately improve the selection of embryos most likely to result in successful pregnancies. [10-12] 

 

Deep convolutional neural networks (DCNNs) are powerful tools for extracting meaningful features 

from images, which are essential for tasks like object recognition, identification, and image 

similarity searches [13-15]. These networks represent a deep learning architecture that leverages 

multiple layers of artificial neurons to process data in a non-linear manner, allowing the system to 

learn and recognize complex patterns from the input data. In recent years, the application of machine 

learning and deep learning algorithms in detecting and classifying embryo analysis tasks has seen a 

significant rise [16-18]. Various computer-assisted techniques, such as pattern recognition and time-

lapse image analysis, have been explored for embryo grading and selection, underscoring ongoing 

efforts to improve the efficiency and accuracy of assisted reproductive technology (ART). These 

techniques typically utilize morphological features as key discriminators in assessing embryo 

analysis, to predict the likelihood of successful implantation and pregnancy.  

 

This study aims to develop and evaluate a deep learning-based model for the automated classification 

of embryos on Day 3 and Day 5 based on microscopic images. By focusing on these critical stages 

of development, the model seeks to assist embryologists in making more informed decisions during 

the embryo selection process. The proposed method leverages state-of-the-art CNN architectures to 

extract meaningful features from the images, enabling the accurate differentiation of embryos with 

varying developmental potential. 

 

Methods and Materials 

In this study, we employed several convolutional neural network (CNN) architectures to classify 

Day 3 and Day 5 embryos based on microscopic images. CNNs have become the cornerstone of 

modern image classification tasks due to their ability to automatically learn hierarchical 

representations of visual data. Among the models chosen for this work, VGG16 and VGG19 stand 

out for their simplicity and depth [19]. These networks, consisting of 16 and 19 layers respectively, 

utilize small 3x3 convolutional filters throughout the architecture, enabling the extraction of fine-

grained image features. VGG networks are particularly known for their consistent performance 

across various image classification tasks, including medical imaging applications such as tumor 

detection and organ segmentation, where capturing subtle details is crucial. Another model we 

explored is the Residual Network, or ResNet [20], which revolutionized deep learning by 

introducing residual learning. This concept allows for the training of very deep networks, such as 

ResNet50 and ResNet101, without the issue of vanishing gradients that often plague deep networks. 

ResNet’s architecture consists of residual blocks that effectively learn identity mappings, thus 

enabling the network to converge faster and achieve higher accuracy. ResNet has been widely 

adopted in medical imaging tasks, proving its robustness in complex pattern recognition tasks such 

as disease classification and anomaly detection. We also integrated DenseNet [21], or Densely 

Connected Convolutional Networks, which further pushes the boundaries of CNN architectures by 

connecting each layer to every other layer in a feed-forward manner. This dense connectivity 

encourages feature reuse across the network, reducing the number of parameters and improving 

computational efficiency.  
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Figure 1. First row: ‘Day 3’ Embryos. Second Row: ‘Day 5’ Embryos 

 

Models like DenseNet121 and DenseNet169 are particularly advantageous in medical imaging 

contexts where the relationships between features are intricate and require detailed analysis, such as 

in radiological image classification and anomaly detection. The Inception network [22], also known 

as GoogLeNet, was another architecture used in this study. Inception networks are distinctive for 

their inception modules, which apply convolutions of varying sizes in parallel within the same layer. 

This approach allows the network to capture features at multiple scales simultaneously, making it 

highly effective in tasks where multi-scale feature extraction is essential. In medical imaging, 

Inception networks have been successfully applied to tasks such as tumor detection and the 

classification of lesions, where the ability to process features at different scales is critical. Lastly, we 

employed EfficientNet [23], a family of CNNs designed with a novel compound scaling method that 

optimizes network depth, width, and resolution simultaneously. This model series, ranging from 

EfficientNet-B0 to B7, offers a scalable solution that balances accuracy and computational 

efficiency. EfficientNet has achieved state-of-the-art performance in various image classification 

benchmarks and is particularly suited for medical applications where computational resources may 

be constrained, such as in mobile health diagnostics. 

 

Experiments 

 
Dataset 

The embryo classification dataset comprises 1,020 images in JPG format, each labeled with a prefix 

that indicates its corresponding developmental stage. Images of Day 3 embryos are labeled with the 

prefix "D3," while those of Day 5 embryos are labeled with "D5," allowing for straightforward 

identification of the embryo's stage. In this study, we introduce deep learning models designed to 

classify these embryo images accurately, assigning a value of 1 for 'Day 5' and 0 for 'Day 3' embryos. 

The models will be trained using the provided training dataset and then applied to classify embryo 

state in the test dataset. Each image is identified by a unique ID in the ID column, and participants 

will generate the Class column based on the model's classification outcomes. [24] 
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Training 

Each of these models was trained using a comprehensive dataset of labeled embryo images. The 

training process involved standard techniques such as backpropagation with cross-entropy loss and 

optimization via stochastic gradient descent (SGD) with momentum.  

 

Metrics 

In evaluating the performance of the embryo classification models, three key metrics are used: 

accuracy, precision, and recall. Accuracy measures the overall effectiveness of the model by 

calculating the ratio of correctly classified images (both 'Day 3' and 'Day 5' embryos) to the total 

number of images. It provides a general sense of how often the model makes correct predictions. 

However, accuracy alone may not fully capture the model's performance, especially in cases where 

the data is imbalanced. Precision is a more specific metric that assesses the model's ability to 

correctly identify true-state embryos. It is defined as the ratio of true positive predictions (correctly 

identified true-state embryos) to the sum of true positives and false positives (images incorrectly 

classified as true-state embryos). High precision indicates that the model is reliable in identifying 

true-state embryos, with fewer misclassifications. Recall, also known as sensitivity, measures the 

model's ability to identify all relevant instances of true embryos.  

 
Table 1. Classification performance of the different models 

 

It is calculated as the ratio of true positive predictions to the sum of true positives and false negatives 

(actual true state embryos that the model failed to identify). High recall indicates that the model is 

effective in capturing most of the true state embryos, even if it means including more false positives. 

 

Results 

The results presented in Table 1 offer a comprehensive comparison of the performance of several 

CNN-based models—VGG19, DenseNet, ResNet50, InceptionV3, and EfficientNetV2—in the task 

of embryo classification. Each model was evaluated using key metrics: accuracy, precision, and 

recall, providing insights into their ability to distinguish between ‘Day 3’ and 'Day 5' embryos based 

on microscopic images. EfficientNetV2 emerges as the most effective model, achieving the highest 

scores across all metrics. With an accuracy of 94.34%, it surpasses the other models by a notable 

margin. The precision (93.29%) and recall (94.31%) of EfficientNetV2 are also impressive, 

indicating that the model is not only accurate in its predictions but also reliable in consistently 

identifying true positives and minimizing false negatives. The superior performance of 

EfficientNetV2 can be attributed to its optimized architecture, which balances depth, width, and 

resolution effectively, allowing it to learn and generalize complex patterns in the embryo images 

more efficiently than the other models. On the other end of the spectrum, VGG19 delivered the 

lowest performance, with an accuracy of 81.87%. Although VGG19 has been a popular architecture 

Model Accuracy Precision Recall 

VGG19 81.87±0.0062 81.42±0.045 80.28±0.0024 

DenseNet 85.17±0.0034 86.80±0.0027 85.6±0.0032 

ResNet50 89.11±0.0084 90.05±0.0025 90.34±0.095 

InceptionV3 92.22±0.0069 92.27±0.0057 92.45±0.0066 

EfficientNetV2 94.34±0.0038 93.29±0.0048 94.31±0.0029 
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in the past due to its simplicity and effectiveness in various image classification tasks, it falls short 

in this specific application. The precision (81.42%) and recall (80.28%) are relatively lower 

compared to the other models, reflecting its limited capacity to accurately and consistently identify 

true-state embryos. While VGG19 can perform reasonably well, it struggles with the complex, 

nuanced patterns found in embryo images, which might require more advanced architectures to 

capture effectively. DenseNet and ResNet50 show a marked improvement over VGG19, with 

DenseNet achieving an accuracy of 85.17% and ResNet50 reaching 89.11%. Both models 

demonstrate better precision and recall than VGG19, with ResNet50 performing particularly well in 

balancing these metrics. DenseNet’s improvement can be linked to its dense connectivity, which 

promotes feature reuse and reduces the number of parameters, thus enhancing its ability to capture 

the necessary details in the images. ResNet50’s use of residual learning helps it maintain high 

accuracy and precision, making it a strong contender in this comparison. InceptionV3 also shows 

strong performance, with an accuracy of 92.22%, and precision and recall closely aligned at around 

92%. The model’s ability to handle multi-scale feature extraction effectively allows it to excel in 

this task. However, it still falls slightly short of EfficientNetV2, which suggests that while 

InceptionV3 is highly capable, the optimized scaling in EfficientNetV2 gives it an edge in 

performance. 

Briefly, the analysis indicates that EfficientNetV2 outperforms the other models, making it the most 

suitable choice for accurate and consistent embryo classification. On the other hand, VGG19, despite 

its historical significance, exhibits the weakest performance in this context, likely due to its simpler 

architecture, which may not be sufficient to capture the complex features necessary for high-quality 

embryo state detection. The results highlight the importance of using advanced, optimized models 

like EfficientNetV2 for tasks that require a high degree of accuracy and reliability. 

 

Conclusion 
 

This study explored the application of several state-of-the-art CNN-based deep learning models—

VGG19, DenseNet, ResNet50, InceptionV3, and EfficientNetV2—for the classification of embryo 

state based on Day 3 and Day 5 microscopic images. The performance of these models was evaluated 

using key metrics such as accuracy, precision, and recall, to determine their effectiveness in 

distinguishing between 'Day 3' and 'Day 5' embryos. The results demonstrate that EfficientNetV2 is 

the most effective model, achieving the highest accuracy, precision, and recall among the tested 

architectures. Its superior performance can be attributed to its balanced and optimized architecture, 

which effectively captures and generalizes complex patterns in the embryo images. This makes 

EfficientNetV2 the most suitable choice for clinical application in the classification of embryo state 

assessment, offering the potential to significantly improve the consistency and accuracy of embryo 

selection in IVF procedures. In contrast, VGG19, while historically significant in the field of image 

classification, showed the weakest performance, indicating that more advanced architectures are 

necessary to effectively handle the nuanced features present in embryo images. DenseNet, 

ResNet50, and InceptionV3 performed better, with InceptionV3 approaching the high performance 

of EfficientNetV2, but still falling short in comparison. 
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