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Abstract 

An important problem in manufacturing or product and process design is the optimization of several responses

simultaneously. Common approaches for multiple response optimization problems often begin with estimating the

relationship between responses as outputs and control factors as inputs. Among these methods, response surface

methodology (RSM), has attracted more attention in recent years, but in certain cases, the relationship between

responses and control factors is far too complex to be efficiently estimated by regression models and the RSM method

especially when we want to optimize several responses simultaneously. An alternative approach proposed in this paper

is to use an artificial neural network (ANN) to estimate the response functions, Because of the high mean square error

(MSE) in the neural network training step we use heuristic algorithms instead of Descent Gradient-based algorithms.

In the optimization phase, a particle swarm optimization (PSO) and desirability function are considered to determine

the optimal settings for the control factors. Two case studies from the literature are prepared to illustrate the strength of

the proposed approach in optimizing multiple response problems. 

Keywords: Design of experiments; Multiple response optimization; Artificial neural network; Particle swarm optimization;

Multiple layer perception; Genetic Algorithm. 

Introduction 

Nowadays companies for remaining in competitive markets need to improve the quality of their

products. Design of Experiments (DOE) is a strength method for manufacture process optimizing.

In manufacturing process, control factors are some factors that we can control the value of that

during process like temperature, noise factors are those that their values cannot be constant during

the process like air humidity, and responses are outputs or characteristics of final product. In the

real world, most customer consider more than one quality response problem, while selecting

industrial products. In addition, the goals of the multiple response systems often conflict with each

other. Experimental design methods describe the effects of control factors and noise factors on one

or more responses. DOE determine the optimum setting for control factors such that the product

quality characteristics achieve desirable values. In real DOE determine amount of inputs value and

control factors to manufacturer obtain desirable responses. In most cases, any change in each input

variable can affect on one or more responses simultaneously, this problem is referred as multiple 
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response optimization (MRO) problem. Montgomery [1] discussed more about DOE and MRO 

problem. Figure1 illustrate simple multiple response system, suppose that there are 𝑟 output 

responses 𝑌 = (𝑦1, 𝑦2, …  , 𝑦𝑟) that are determined by a set of control factors and inputs. Note that 

because of input values are controllable by experimenter, inputs are also control factors, 𝑋. 
 
 

 

 

 

 

 

 

 

 

  

 

 

Typically, there are three stages in the solution of such problems: Experimental design and data 

collection, model building, and optimization. In the second stage we use Artificial Neural 

Networks (ANN) to build the model, ANN training is improved by a metaheuristic algorithm in 

comparison with traditional gradient descent algorithms. In the third stage, we would optimize the 

built model by particle swarm optimization (PSO) as a well-known optimization algorithm. After 

1st and 2nd stage we can write the model as follows: 

𝑦𝑗 = 𝑓𝑗(𝑥) + 𝜀𝑗  ,          𝑗 = 1,2, …  , 𝑚.                 (1) 

Where 𝑦𝑗 is 𝑗th of 𝑚 responses, 𝑓𝑗(𝑥) is a function relating to the 𝑗th response to the control 

factors and 𝜀𝑗 is a random error. This paper presents an approach for simultaneous optimization of 

all responses in MRO problems by use of artificial neural networks and metaheuristic algorithms. 

Also, neural network training is improved by PSO and GA in comparison with traditional Gradient 

descent algorithms. 

 

Related Works 

 
There are many methods for solving MRO problems that we can classify to four categories as 
Carlos A. [2]: In the first category, we simplify the problem by selecting the most important 
response and ignoring the other responses. Hartmann and Beaumont [3] used a linear programming 
approach to model the MRO problem. Biles et al. [4] combined Box’s complex method [5] with 
the gradient method. Ortiz et al [6] modeled the problem to a constrained optimization problem 
form. The disadvantage of this method is that there is not enough consideration to all of the 
responses, simultaneously. In the second category, the problem is modeled as a single objective 
function, and after that single function would be optimized. Clayton et al [7] used this approach by 
goal programming and the weighted sum method which consists of adding the entire objective 
together by using different weighted coefficients. Baesler and sepulveda [8] integrated goal 
programming and genetic algorithm (GA) methods to solve the MRO problem. In this category, 
the most used approaches for modeling the problem to a single function are:  

 
- Priority-based approach, Myers [9] 
- Desirability functions, Derringer and Suich [10] 
- Loss function, Pignatiello [11] 

 Figure 1 simple multiple response system 
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In the priority-based approach, the decision maker selects the most important of the responses as 
an objective function and uses the desired values of the other responses as constraints; there is no 
simultaneous optimization of all responses. In the desirability function approach, all responses are 
transformed to a scale-free value between 0 and 1 using the desirability function d_j for the jth 
response. The computed desirability for each response is combined to construct an overall 
desirability, which is then optimized. Derringer [12] proposed a weighted geometric mean for the 
overall desirability function. Kim and Lin [13,14] suggested maximizing the lowest d_j, as the 
overall desirability value of the responses. The loss function approach (equation 2) attempts to 
minimize the costs associated with the distances of the responses from their targets namely: 

 
𝐿(𝑦(𝑥)) = (𝑦(𝑥) − 𝑇)′𝐶(𝑦(𝑥) − 𝑇),                (2) 
 

Here y(x) is the vector of responses, x is the vector of control factors, T is the target vector of the 
responses and C is the cost matrix containing the relative importance of each response. In the third 
category, some multi-attribute value function is used. Mollaghasemi et al [15] used this method 
and then they used the gradient search technique to find the optimum value of the assessed 
function. Boyle [16] applied a Pair-wise Comparison Stochastic Cutting Plane (PCSCP), which 
combines features from interactive multi-objective mathematical programming and response 
surface methodology (RSM). Response surface methodology (RSM) is a collection of 
mathematical and statistical techniques used in the empirical study of the response and control 
factors. Detailed descriptions of various response surface techniques can be found in Myers and 
Montgomery [17] they used RSM to optimize multiple response processes and products using 
design experiments. Su et al [18] proposed a new circuit design optimization method where genetic 
algorithm is combined with the Taguchi method. Lo and Tsao [19] modified an analytical linkage-
spring model based on neural network analysis and the Taguchi method to determine the design 
rules for reducing the loop height and the sagging altitude of the gold wire-bonding process of the 
integrated circuit (IC) package. The main disadvantage of the RSM and Taguchi is that these 
methods can only be used for single-response problems. They cannot be used to optimize multiple 
response optimization problems. But in most industries, we have dealt with more than one 
response variable, and improving them simultaneously is important and the main purpose of this 
paper. The fourth category used heuristic algorithms. Because of traditional methods weakness in 
MRO problems when number of responses are increased. Specially researchers work on genetic 
algorithms (GA) and improve it, relative to their problem.  
 

Methods 

 
In this article, we utilize artificial neural networks to estimate the relationship between control 
factors and responses. At first, we detect significant control factors of each response and train a 
network for that response with their significant control factors. The most important step in neural 
networks is training step that applies optimization algorithms to determine relation between control 
factors and responses precisely. Most of the algorithms used in training artificial neural networks 
employ some form of gradient descent. This is done by simply taking the derivative of the cost 
function with respect to the network parameters and then changing those parameters in a gradient-
related direction. Supervised neural networks use a Mean Square Error (MSE) cost function that 
uses formal statistical methods to determine the confidence of the trained model. Networks that 
have been trained by gradient descent-based algorithms have high MSE (lower is better). Here we 
use metaheuristic algorithms to determine the optimum weights of neural networks. Particle swarm 
optimization and genetic algorithm as the most famous and strongest methods in optimization are 
applied to compare efficiency of them in MRO problems. Then we use the desirability function 
proposed by Ortiz et al [6] to model the neural network output to a single function. At the end of 
the optimization step, we search problem space by PSO to find optimization settings. Here we use 
neural networks to utilize function approximation and use metaheuristic algorithms because of 
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their strength in optimizing of complex functions. In the next sections, we explain desirability 
function, neural networks, particle swarm optimization and genetic algorithm. At the end, before 
conclusion, usage of the proposed method on two case study from literature is illustrated. 

 
The Modeling of All Responses to a Single Function by Desirability Function 

 
The desirability function approach is one of the most used methods in industry for optimization of 

multiple-response problems which transforming multi objective problem into a single objective 

function. In this method if the quality of the product was influenced by multiple quality 

characteristics when only one of the characteristics lies outside the desired limits, quality of 

product is completely unacceptable. The desirability function assigns a score to a set of all 

responses and chooses factor settings that maximize that score. The desirability function 

transforms each response into its desirability according to its target value. Depending on whether a 

particular response,𝑦𝑗, is to be maximized, minimized, or assigned a target value, different 

desirability functions can be used. Derringer and suich [10] proposed a useful class of desirability 

functions. Special desirability, 𝑑𝑗(𝑦𝑗), 𝑗 = 1,2, … ,𝑚 transforms a response into a value in the 

range 0 < 𝑑𝑗(𝑦𝑗) < 1 . The higher 𝑑𝑗(𝑦𝑗) is better. At the end of this phase, all desirability 

functions combined to a single total desirability, 𝐷(𝑥). 
 
Defining Individual Desirability Function 

 
Derringer and suich [10] define the individual desirability function as: 

 

𝑑𝑗 (�̂�𝑗(𝑥)) =

{
 
 

 
 0                            𝑖𝑓 �̂�𝑗(𝑥) ≤ 𝑦min𝑗                      

(
�̂�𝑗− 𝑦min𝑗

𝑦max𝑗−𝑦min𝑗
)
𝑟

  𝑖𝑓 𝑦min𝑗 ≤ �̂�𝑗(𝑥) ≤ 𝑦max𝑗

1                           𝑖𝑓 �̂�𝑗(𝑥) ≥ 𝑦max𝑗                   

              (3) 

 

For the responses that would be maximized (one-sided), and: 

𝑑𝑗 (�̂�𝑗(𝑥)) =

{
 
 

 
 0                            𝑖𝑓 �̂�𝑗(𝑥) ≤ 𝑦min𝑗                         

(
�̂�𝑗− 𝑦max𝑗

𝑦min𝑗−𝑦max𝑗
)
𝑟

  𝑖𝑓 𝑦min𝑗 ≤ �̂�𝑗(𝑥) ≤ 𝑦max𝑗

1                          𝑖𝑓 �̂�𝑗(𝑥) ≥ 𝑦max𝑗                  

              (4) 

 

For the responses that would be minimized (one-sided), and: 

𝑑𝑗 (�̂�𝑗(𝑥)) =

{
 
 

 
 (

�̂�𝑗− 𝑦min𝑗

𝑇𝑗− 𝑦min𝑗
)
𝑠

       𝑖𝑓 𝑦min𝑗 ≤ �̂�𝑗(𝑥) ≤ 𝑇𝑗         

(
�̂�𝑗− 𝑦max𝑗

𝑇𝑗− 𝑦max𝑗
)
𝑡

       𝑖𝑓 𝑇𝑗 ≤ �̂�𝑗(𝑥) ≤ 𝑦max𝑗        

0                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   

              (5) 

 

For those responses that should be reached to a bounded value (two-sided). Where �̂�𝑗 , 𝑗 =

1,2, … ,𝑚 is the output of the 𝑗th network, 𝑦min𝑗  is minimum value, 𝑦max𝑗 is maximum value and 

𝑇𝑗 is target values for the 𝑗th response. 𝑟, 𝑠, 𝑡 are the weights that allow for linear (𝑠 = 𝑡 = 1) or 

nonlinear behavior between a bounded (𝑦min𝑗 or 𝑦max𝑗) and the target(𝑇𝑗). In this paper r,s,t are 
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equal 1. Ortiz et al [6] added a penalty term to the model proposed by Derringer and suich [10] 

which helps the optimization algorithm to maintain an infeasible solution while not allowing it to 

have a total desirability higher than a feasible solution: 

 

𝑝𝑗(�̂�𝑗) =

{
  
 

  
 𝑐 + |

�̂�𝑗− 𝑦min𝑗

𝑇𝑗− 𝑦min 𝑗

|

 

       −∞ ≤ �̂�𝑗 ≤ 𝑦min𝑗        

𝑐                                       𝑦min𝑗 ≤ �̂�𝑗 ≤ 𝑦max𝑗   

𝑐 + |
�̂�𝑗− 𝑦max𝑗

𝑇𝑗− 𝑦max 𝑗

|

 

       𝑦max𝑗 ≤ �̂�𝑗 ≤ +∞      

                    (6) 

 
𝑐 is a positive and very small number near zero like 0.00001 which forces 𝑝𝑗(�̂�𝑗) to be greater than 
zero. 

 
 

Design of Experiments (DOE) 
 

At first, for optimization of multiple response systems, operation system’s data is needed. Design 

of experiments help us to collect these data by giving specified inputs as control factors and record 

output values responses. RSM designs such as central composite design or Box-Behnken designs, 

due to their ability to provide the required information by covering the experimental space more 

thoroughly, are usually considered as effective designs for collecting the required data. These data 

help the neural networks to approximate the process function more precisely. As illustrated in 

figure 2, proposed method starts with designing an experiment. 



6 International Journal of Applied Data Science in Engineering and Health 
 

 
Figure 2 Flowchart of the proposed approach 

 

Artificial Neural Networks 
 
Machine learning is a field of Artificial Intelligence that allows computers to learn from data and 

make decisions without explicit programming. It powers innovations in areas like healthcare [21-

24], financial systems [25-26], and different fields in engineering [27-31], enabling systems to 

predict outcomes, automate tasks, and improve over time through pattern recognition and data 

analysis. Neural networks are a key component of machine learning, inspired by the structure of 

the human brain. They consist of layers of interconnected nodes that process data by adjusting 

weights and biases to learn patterns. Neural networks are especially effective for complex tasks 

like image recognition, natural language processing, and deep learning applications, enabling 
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systems to handle vast amounts of data with high accuracy. 

ANN is a set of layers of parallel processors that are called neurons. Each neuron can process 

information separately and has a connection with other neurons in the next and previous layers. 

ANN would be trained for each response to approximate its relation with control factors. Training 

the neural network is an important operation for accurate results, and less training makes the 

ANNs inefficient and may provide inaccurate predictions. In the training phase subset of data 

(control factors and responses) is used to learn the network by means of a suitable algorithm for 

each response, so for each response, a network should be trained. A number of neurons in the input 

layer is equal to the control factors and in the output layer, there is a single neuron. Figure 3 

illustrates the topology of neural networks. Also, it is shown that demonstrated that a single hidden 

layer, given enough neurons, can form any mapping needed. In practice, two hidden layers are 

used to speed up convergence. The additional hidden layers are not necessary. The important thing 

to remember is that the network learns best when the mapping is simplest, so two hidden layers is 

enough. 

 
Figure 3 Topology of neural networks 

 

The neural network uses a set of control factors (as inputs) and responses (as outputs) parameter 

values usually written as row vectors. A couple of correspondent input and output row vectors are 

joined into a new vector called “example curve” or simply “curve”. All the curves so obtained are 

grouped in a “training matrix”. Data in each curve are values of 𝑌𝑗 and 𝑋𝑖 parameters which can be 

either experimental or calculated. We indicate 𝑌𝑗 as output and 𝑋𝑖 as input parameters respectively. 

The input layer contains neurons that receive input data values from the rows of the training 

matrix. This information is transmitted from the 𝑖 − 𝑡ℎ𝑡ℎ𝑒 𝑡ℎ𝑒 𝑡ℎ𝑒  neuron of a layer to 𝑗 𝑡ℎ𝑒  
neuron of the subsequent one after weighing with a weight 𝑤𝑖𝑗. In each neuron of a hidden layer 

weighed inputs coming from the previous ones are summed each other and added to a bias. The 

result is then transformed by means of a suitable mathematical function to obtain an output called 

“activation” of the neuron. The activation is transferred to neurons in the next layer after another 

weighing step. In the last layer, output parameter values are estimated using a suitable 

transformation function. The described process is called “learning” and it is repeated iteratively. 

After each epoch the estimated values 𝑌𝑁 (network output) of output, parameters are compared 

with those 𝑌𝑅 (real output from DOE step) of the corresponding curve in the training matrix and 

the value of MSE is calculated as:  
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𝑀𝑆𝐸 =
1

𝑛
∑ (𝑌𝑖(𝑁) − 𝑌𝑖(𝑅))

2 𝑛
𝑖=1                   (7) 

 

Where 𝑛 is the number of rows of the training matrix. During learning, weight values are changed 

according to suitable algorithms in order to decrease the value of MSE. Different methods of 

training algorithms were developed to increase the training speed and performance. [32] 

 

In our study, the back-propagation algorithm was used. it is a convenient and simple iterative 

algorithm that locates the optimal weights by minimization of an error function of the training set. 

The learning is complete when the lowest MSE is reached. For a given system studied, the network 

architecture must be optimized. While the number of input and output neurons is given by data 

used, the optimal number of hidden layers and that of their neurons is found using the criteria of 

the lowest MSE. If hidden layers are comprised of a small number of neurons our training and total 

MSE will both be high caused by bias and underfitting. Then increase the number of nodes in the 

hidden layer, one at a time, until the generalization error begins to increase, this time due to 

overfitting. For each hidden layer, a graph of MSE value versus the number of neurons depicted 

that the optimal number of neurons in that hidden layer is given by the point of intersection of two 

branches of the graph. 

Here we select 80 percent of data randomly as training data and the rest of them as test data. 

Neural network training needs a large amount of data, but sometimes in industries because of 

expensive or time-consuming tasks, we cannot prepare a large amount of data. We applied DOE to 

achieve that points of the problem space that have a large information and represent the problem 

space truly. Here we use metaheuristic algorithms in optimization MSE in neural networks to 

predominate this problem. Network training is the most important phase in multiple-response 

optimization, because if we simulate the multi-response system precisely, then we have a precise 

problem space that describes the real multiple-response system. In the neural network training 

phase, descent gradient-based algorithms are most used. In multiple response optimization, we 

have a low amount of data derived from the design of experiments (DOE), and the descent gradient 

algorithm with a low amount of data gives high MSE in simulation, this means function 

approximation is not very accurate. Because of that, the optimization algorithm in neural network 

training must be very strong to achieve the lowest MSE. In this paper metaheuristic optimization 

algorithms (PSO and GA) because of their strength in optimization are utilized in the network 

training step. 
 
Problem Modeling 
 
In this step by designing MLP or RBF network for each response and then training and testing the 

network will estimate the relation between control factors and responses to approve the acceptable 

training for each network, the network output for the test and training data must be plotted and 

compared with the real data that derived from DOE step. 

The total desirability function, D(x) computed as follows: 

 

𝐷𝐷𝑆(𝑥) = [𝑑1(𝑌1(𝑥))𝑑2(𝑌2(𝑥))𝑑3(𝑌3(𝑥)) . . .  𝑑𝑚(𝑌𝑚(𝑥)) ]
1/𝑚                         (8) 

𝑃(𝑥) = [ √(𝑝1(𝑦1)(𝑝2(𝑦2) . . . (𝑝𝑚(𝑦𝑚)
𝑚

− 𝑐]2               (9) 

𝐷(𝑥) = 𝐷𝐷𝑆(𝑥) − 𝑃(𝑥),                  (10) 
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𝐷𝐷𝑆(𝑥) is the geometric mean of the individual desirability (𝑑𝑗(𝑦𝑗)) Derringer and Suich [10]. 

𝑃(𝑥) is the overall penalty function. 𝑃(𝑥) will be zero for any feasible solution. 𝐷(𝑥) is the total 

desirability function that we want to maximize it. 𝐷(𝑥) can be used as a criterion for comparing 

different solutions. 
 
 
Train Neural Networks by Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) 
 
In this step, we use PSO and GA in neural network training. These algorithms are selected because 

versus unlike other optimization algorithms are powerful search methods for optimizing highly 

nonlinear and complex functions. In the next subsections PSO and GA are explained, also in 

examples, we compare both of them in the neural network training phase. 

Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population-based stochastic optimization technique 

developed by Dr. Eberhart and Dr. Kennedy in 1995 and is a search strategy inspired by the social 

behavior of bird flocking or fish schooling and attempts to find the global optimal solution based 

on movement of organisms [33]. PSO starts with a population of candidate solutions and moves 

these particles around in the search space such that each particle’s movement is influenced by its 

local best-known (l_best) position that is explored by that particle and is also guided towards the 

best-known position (g_best) that explored by the swarm. The particle swarm optimization at each 

time step, updates the velocity of each particle by a random term, toward its 

g_best and l_best locations. At the end, all particles move step by step to a location that has a best 

fitness in the problem search space. Equation (11) shows that the velocity vector is updated by the 

global best position, personal best position and current position of each particle, equation (12) 

shows that each particle moves with its own velocity. 

𝑣𝑖(𝑡 + 1) = 𝑤. 𝑣𝑖(𝑡) + 𝑐1. 𝑟𝑎𝑛𝑑(𝑙𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡)) + 𝑐2. 𝑟𝑎𝑛𝑑(𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡))            (11) 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡)                 (12) 

Where 𝑖 indexes the particle, 𝑡 is the index of iteration, 𝑣𝑖 is the vector of velocity, 𝑥𝑖 is the 

position of a particle, 𝑤 is the weight of the current velocity, 𝑐1 is the weight of the difference 

between local best position and current position, 𝑐2 is the weight of the difference between global 

best and current position and 𝑟𝑎𝑛𝑑 is used for randomization. Here, we use some methods to 

optimize the weights which are illustrated in Table 1. Six networks from example 1 of this study 

were trained by these algorithms. Results in all networks were approximate. 
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Table 1 Six types of PSO that designed to optimize neural network training 

NO Method 
Author 

(Year) 
𝒘 C1 C2 

Train 

MSE 

Test 

MSE 

1 
Dual Layered 

PSO 

(DLPSO) 

Subrarnanyam, 

et. al. [34] 
1 C1+(n/𝐼𝑡𝑒𝑟𝑚𝑎𝑥) 

C2-

(n/𝐼𝑡𝑒𝑟𝑚𝑎𝑥) 
0.0291 0.4734 

2 Neural PSO 

(NPSO) 

Dou, et. 

al. [35] 
0.5 1.4 1.4 0.0132 0.1063 

3 
Hybrid 

rescursive PSO 

(HRPSO) 

Chen et. 

al. [36] 
0.75 1.5 1.5 0.0336 0.1509 

4 Interactive 

PSO (IPSO) 

Madar 

et. al. 

[37] 

𝑤
= 0.4

+
𝐼𝑡𝑒𝑟𝑚𝑎𝑥 − 𝑖

2 ∗ 𝐼𝑡𝑒𝑟𝑚𝑎𝑥
 

2 2 0.0077 0.0972 

5 
Self-adaptive 

velocity 

PSO(SAVPSO) 

Lu and 

Chen 

[38] 

1/2 1 1 0.0317 0.1834 

6 
Adaptive 

Dissipative 

PSO(ADPSO) 

Shen et 

al. [39] 
0.4 ≤w≤0.9 2 2 0.0163 0.1725 

∗ 𝐼𝑡𝑒𝑟𝑚𝑎𝑥 𝑖𝑠 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

Figure 4 shows the performance of Table 1, PSO algorithms in third neural network training with 

200 iterations and 25 particles. As seen in Table 1, in all experiments the best algorithm with the 

lowest MSE in the test and training phase is Interactive PSO (IPSO), so in this study we select the 

IPSO algorithm as the best to train neural networks in the MRO problem. 

 

 
 

Figure 4 The MSE of Train in PSO types 
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In the next step as you see in table 2, we train one network with various number of particles: 

Table 2. MSE of the train and test with PSO swarm size 

swarm size n=5 n=10 n=15 n=20 n=25 n=30 n=35 

MSE Train 0.3128 0.0929 0.2105 0.0749 0.0355 0.0708 0.0603 

MSE 

Test 
1.0634 0.7083 0.1814 0.6331 0.1878 0.6101 0.3621 

 

In this paper we use 25 particles as swarm size and algorithm iteration is 1000.  

Genetic Algorithm 

Nils Aall Barricelli introduced GA in 1954. GAs were a computational analogy of adaptive 

systems. They are modeled loosely on the principles of evolution via natural selection, employing 

a population of individuals (a population of candidate solutions called individuals) that undergo 

selection in the presence of variation-inducing operators such as mutation and crossover. A fitness 

function is used to evaluate individuals, and reproductive success varies with fitness. The steps of 

GA are: 

a) Randomly generate an initial population M(0). 

b) Compute and save the fitness u(m) for each individual (m) in the current population M(t). 

c) Define selection probabilities p(m) for each individual (m) in M(t) so that p(m) is proportional 

to u(m). 

d) Generate M(t+1) by probabilistically selecting individuals from M(t) to produce offspring via 

genetic operators 

e) Repeat step b until a satisfying solution is obtained. 

GA has various parameters whose values need to be determined before the optimization phase 

begins. Different authors, including Ortiz et al [6], have proposed the use of a robustly designed 

experiment to determine the best settings for a GA’s parameters. Therefore, we have incorporated 

a robustly designed experiment to find the best settings for the parameters. The GA’s control and 

noise variables and their levels are shown in Table 3. 
 

Table 3. Levels of the control and noise variables used in the robustly designed experiment 

Variable Low level High level Type 

Parent population 20 50 Control 

Parent/offspring ratio 1:1 1:7 Control 

Selection type Rank Tournament Control 

Number of elites 2 6 Control 

Crossover rate 0.5 0.85 Control 

Mutation type Uniform Gaussian Control 

Number of factors 4 8 Noise 

Number of responses 4 16 Noise 

Constraint width (% of target) 5 15 Noise 
 

 

The GA performance measures are the same as in Ortiz et al [6]. For more details refer to those 

papers. The final parameter settings for the robust GA are shown in Table 4. 
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Table 4. Final parameter settings for the genetic algorithm (GA) 

Parameter Value 

Parent population 20 

Parent/offspring ratio 1:7 

Selection type Tournament 

Number of elites 2 

Crossover rate 0.85 

Mutation type Gaussian 
 

 

Finally, the tuned GA is run for 1000 iterations with 20 population size and the most desirable 

solution with the highest total desirability would be the final solution. 

 

Optimizing via Particle Swarm Optimization (PSO) algorithm 

 
In previous steps, our MRO problem is simulated, in this step an optimization algorithm is applied 
to search the problem space and find the optimum settings to achieve desirable responses. Here we 
use PSO to perform the optimization. gradient-based optimization methods such as GRG, cannot 
be used because they require surfaces to compute the gradient and direction of improvement. 
However, when neural networks are used, no response surface would occur. PSO is known as a 
potent heuristic search method for complex function optimization. 

Results 

We provide a results section with two known and important examples and compare our method 
with others: 

 
First Comparison (the wire-bounding process in the semiconductor industry) 
 
This example discussed by Del Castillo et al [40] is about the semiconductor industry's wire-

bounding process. This example is chosen because Ortiz et al [6], Dell Castillo et al [40] solve it 

by another MRO approach and it’s possible to compare the final results. During this process, the 

manufacturer must assemble a hybrid module in a pre-modeled package by bonding wires between 

the leads (position A, Fig 5) and the silicon chips (position B, Fig 5). The control factors that 

influence the temperature at the wire bond are the 𝑁2 flow rate (𝑥1), the 𝑁2 temperature (𝑥2) and 

the heater block temperature (𝑥3). The responses for the experiment are: 

𝑌1 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 at position A, 

𝑌2 = 𝑏𝑒𝑔𝑖𝑛𝑛𝑖𝑛𝑔 𝑏𝑜𝑛𝑑 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 at position A, 

𝑌3 = 𝑓𝑖𝑛𝑖𝑠ℎ 𝑏𝑜𝑛𝑑 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 at position A, 

𝑌4 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 at position B, 

𝑌5 = 𝑏𝑒𝑔𝑖𝑛𝑛𝑖𝑛𝑔 𝑏𝑜𝑛𝑑 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 at position B, 

𝑌6 = 𝑓𝑖𝑛𝑖𝑠ℎ 𝑏𝑜𝑛𝑑 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 at position B. 
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Table 5. Factors, levels for Box-Behnken experimental design 

F

ac

to

r 

Name 
Un

its 

Lo

w 

leve

l 

Hig

h 

leve

l 

A 
Flow 

rate 

SC

FM 
40 120 

B 
Flow 

temp 
℃ 200 450 

C 
Block 

temp 
℃ 150 350 

 

To investigate the three control factors, a Box-Behnken [5] design was used. Box–Behnken 

experimental designs do not suggest factor values that are all at their maximum or minimum level 

in the same experiment (run). In this way, experiments performed under extreme conditions that 

can lead to unsatisfactory results are bypassed by Siljic Tomic [41]. The control factors, along with 

their levels used in the design, is shown in table 5. The experimental results are shown in Table 6. 
 

 

 
 

Figure 5 Wire bond heating system, Del Castillo et al [36] 

 
Table 6. Experimental runs 

Flow 

rate 

Flow 

temp 

Block 

temp 𝒀𝟏 𝒀𝟐 𝒀𝟑 𝒀𝟒 𝒀𝟓 𝒀𝟔 

40 200 250 139 103 110 110 113 126 

120 200 250 140 125 126 117 114 131 

40 450 250 184 151 133 147 140 147 

120 450 250 210 176 169 199 169 171 

40 325 150 182 130 122 134 118 115 

120 325 150 170 130 122 134 118 115 

40 325 350 175 151 153 143 146 164 
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120 325 350 180 152 154 152 150 171 

80 200 150 132 108 103 111 101 101 

80 450 150 206 143 138 176 141 135 

80 200 350 183 141 157 131 139 160 

80 450 350 181 180 184 192 175 190 

80 325 250 172 135 133 155 138 145 

80 325 250 190 149 145 161 141 149 

80 325 250 180 141 139 158 140 148 

 

In this design, three replicates are available at the center of the point. Hence, one of the runs is 

chosen randomly. The RBF networks were first designed to identify the significant control factors. 

The MSE for the test data corresponding to the full model and models including two control 

factors are shown in Table 7. 

Table 7. Experimental runs 

Factors 𝒀𝟏 𝒀𝟐 𝒀𝟑 𝒀𝟒 𝒀𝟓 𝒀𝟔 

A,B,C 463 392 400.5 157.3 60.2 22.6 

B,C 12.7 26.8 103.4 994.1 187.2 163 

A,C 3809 1706 390.5 2922 1440 810.7 

A,B 246.4 3367 1207.2 311.3 237.1 1070.6 

 

 

Significant control factors for each of the six responses are shown in Table 8. As you see factor A 

for responses Y1, Y2 and Y3 is not significant. For responses Y4, Y5, and Y6 there is significant 

difference between the full model (A, B, C) and the subset control factor models, because of that 

we select the full model. This means that all control factors are significant and couldn’t be 

discarded each of in calculations for these responses. 
 

Table 8. Significant control factors for responses 

𝒀𝟏 𝒀𝟐 𝒀𝟑 𝒀𝟒 𝒀𝟓 𝒀𝟔 

B,C B,C B,C A,B,C A,B,C A,B,C 
 

 

By comparing the significant control factors achieved by our approach and those that were used in 

the regression models of Del Castillo et al. [40], it can be seen that, except for 𝑌2 and 𝑌3, all of the 

model shares the same factors. For these two responses, their model includes factor A, which is 

excluded by our approach. However, it should be noted that the regression multiplier calculated for 

factor A in both of their models is similar than the rest of the multipliers. Next, considering the 

control factors mentioned in Table 8 for each response, different MLP and RBF networks with 

different parameters are trained. In a neural network when an iterative training algorithm is run, 

two problems may occur. First over learning (overfitting) and second over-parameterization. 
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Overfitting occurs when the algorithm is run for too long and the network is too complex for the 

problem or the available quantity of data. To prevent overfitting must increase the number of 

neurons in hidden layers, but increasing the neurons in hidden layers causes to occur over-

parameterization. In this study, we plotted the MSE of the train and test data in all likelihood the 

number of neurons for each network, so the optimum number of neurons in each layer is obtained. 

For example, the first hidden layer of network five has five neurons, figure 6 illustrates that the 

optimum number of neurons in the second hidden layer in this network is three. The most 

appropriate networks with MSE are presented in Table 9. 

 

Table 9. Properties of the six neural networks 

Net Output Type 
NO. of neurons in 

the hidden layers 

MSE 

Test Training 

1 𝑌1 MLP 6 4 0.0299 0.0138 

2 𝑌2 MLP 5 4 0.0200 0.0017 

3 𝑌3 MLP 6 4 0.0142 0.0178 

4 𝑌4 MLP 5 3 0.0021 0.0065 

5 𝑌5 MLP 5 3 0.0115 0.0248 

6 𝑌6 MLP 7 4 0.0360 0.0086 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 Optimum number of neurons in second hidden layer of network five (first hidden layer has 5 neurons) 
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As can be seen, MLP is selected as the best network for all of the responses. All of the MLP 

networks have two hidden layers with hyperbolic tangent activation functions. The output neurons 

have linear activation functions. We use first GA as the training algorithm in all of the six 

networks and repeat the training phase with PSO. Here we use GA and PSO because some 

algorithms such as Levenberg-Marquardt and descent gradient algorithms do not have a low MSE 

in train and test data. The final results are shown in Table 10, network training by Levenberg-

Marquardt is done by Noorossana et al [20], and Table 10 use that’s the result. This table shows 

that the performance of PSO in neural network training is better than others. So, in this article, we 

use PSO (in real, IPSO) as the best optimization algorithm in the ANN training step in the MRO 

problem. Figure 7 shows the trend of GA and PSO algorithms versus MSE of the train for the 

fourth neural network. 
Table 10. Comparison of Levenberg-Marquardt, GA, and PSO algorithms in neural network training 

MSE versus training algorithms Levenberg-Marquardt GA PSO 

𝒀𝟏 
Train MSE 0.08 0.0552 0.0138 

Test MSE 0.55 0.1885 0.0299 

𝒀𝟐 
Train MSE 0.11 0.0326 0.0017 

Test MSE 0.55 0.1028 0.0200 

𝒀𝟑 
Train MSE 0.00 0.0150 0.0178 

Test MSE 1.98 0.1833 0.0142 

𝒀𝟒 
Train MSE 0.20 0.0267 0.0065 

Test MSE 1.60 0.0995 0.0021 

𝒀𝟓 
Train MSE 0.03 0.0205 0.0248 

Test MSE 14.00 0.0174 0.0115 

𝒀𝟔 
Train MSE 0.28 0.0122 0.0086 

Test MSE 1.14 0.7364 0.0360 

 

 

 
 

Figure 7 Comparison of GA and PSO in fourth network training 
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Figure 8 Desired data and network output in the training of the fourth neural network by PSO 

 

The MSE of the six regression models presented in Del Castillo et al. [40] are presented in Table 

11. As can be seen, the computed MSE from the regression models is high, and this shows a poor 

fitness of the models. However, the six neural networks produce absolutely lower MSE, hence, 

they can approximate the process function more accurately. 
 

Table 11. MSE from the regression models 

Factors 𝒀𝟏 𝒀𝟐 𝒀𝟑 𝒀𝟒 𝒀𝟓 𝒀𝟔 

MSE 78.31 38.64 63.33 33.25 8.38 7.58 

 

To use the desirability approach, the process engineer selects the lower, upper and target values for 

individual desirability, as shown in Table 12. Individual desirability are supposedly linear, with 

𝑠 = 𝑡 = 1 and c equal to 0.0001. 

 
Table 12. Desirable values for six responses 

Factors 𝐲𝐦𝐢𝐧 𝐣 𝐓𝐣 𝐲𝐦𝐚𝐱 𝐣 𝐝𝐣(𝐲𝐦𝐢𝐧 𝐣) 𝐃𝐣(𝐓𝐣) 𝐃𝐣(𝐲𝐦𝐚𝐱 𝐣) 

𝑌1 185 190 195 0.0 1.0 0.0 

𝑌2 170 185 195 0.0 1.0 0.0 

𝑌3 170 185 195 0.0 1.0 0.0 

𝑌4 185 190 195 0.0 1.0 0.0 

𝑌5 170 185 195 0.0 1.0 0.0 

𝑌6 170 185 195 0.0 1.0 0.0 

 

Now our MRO system is simulated and by using another PSO algorithm, we can find optimum 

settings. PSO selects some number as inputs and follows outputs of the simulated problem, then 

changes inputs intelligently to find the best input combination finally. Because of using a potent 

PSO algorithm in the training step, optimization of neural network output is not very hard. To 
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prove this claim, problem space must be plotted but the problem space of this example is 4-

dimensional (three control factors and one total desirability based on control factors) so we cannot 

draw that. In Figure 9, it is assumed that 𝑋3 is a fi number then 𝑋1, , 𝑋2 and total desirability is 

plotted, after that 𝑋3 change to another fixed number and another plot is drawn, finally, all plots 

are merged together. Of course, due to image cluttering, all plots are stored in a matrix form, and at 

the end, all matrixes are plotted.  As you see in Figure 9, this MRO search space is not very 

complicated and by simple optimization algorithm, we can find optimum settings. Here simple 

PSO is applied to optimize the output of the neural network. If you take more samples in the 

design of the experiments stage, you will have a smoother surface. 
 

 
Figure 9 MRO problem search space in example 1 

 

 
Figure 10 Final optimization by PSO in example 1 

 

Table 13 compares the solution found using the revised desirability approach of Del Castillo et al. 

[36], the unconstrained desirability approach of Ortiz et al. [6], Noorossana et al [20] and our 

proposed approach. As can be seen in Table 13, the total desirability achieved by the proposed 
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approach shows its ability to optimize multiple-response problems in comparison with other 

approaches. 
 

Table 13. Comparison of the final solution 

Approach 𝑋 𝑌1 𝑌2 𝑌3 𝑌4 𝑌5 𝑌6 𝐷(𝑥) 

Proposed (66.80,468.60,357.80) 189.9987 173.7826 175.1454 190.3942 172.6982 179.6304 0.4578 

Noorossana 

et al [20] 
(68.97,370.00,286.06) 192.1 184.1 181.0 193.7 180.3 171.2 0.4168 

Ortiz et al 

[6] 
(74.55,472.90,332.75) 187.0 176.7 173.8 192.9 174.2 186.2 0.4081 

Dell 

Castillo et 

al [40] 

(84.16,450.00,329.87) 186.0 174.5 172.0 192.6 173.0 185.0 0.3061 

 
Second Comparison 
In this section, a simulation study is carried out on the example given by Tong et al. [42]. He uses 

the principal component analysis (PCA) technique to solve this example. Another one, he uses the 

VIKOR method by Tong et al. [43] to solve it again. In this example, there are five control factors 

and two responses. It is assumed that both responses have the same relative importance and are 

smaller-the-better and larger-the-better, respectively. Five control factors, each with three levels, 

are allocated sequentially to an 𝐿18 orthogonal array. The experiments are conducted randomly. 

Table 14 shows the experimental observations. 
 

Table 14. Experimental data 

NO. 
Control factors Responses 

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑌1 𝑌2 

1 -1 -1 -1 -1 -1 14.3 4.0 

2 -1 0 0 0 0 15.7 4.3 

3 -1 1 1 1 1 23.2 5.6 

4 0 -1 0 0 0 12.1 3.7 

5 0 0 1 1 1 8.70 4.9 

6 0 1 -1 -1 -1 6.50 6.1 

7 1 -1 0 -1 1 8.99 4.2 

8 1 0 1 0 -1 11.8 4.3 

9 1 1 -1 1 0 12.4 5.3 

10 -1 -1 1 1 0 16.2 4.6 

11 -1 0 -1 -1 1 26.9 4.1 

12 -1 1 0 0 -1 10.5 5.3 

13 0 -1 0 1 -1 16.9 3.9 

14 0 0 1 -1 0 5.06 4.7 

15 0 1 -1 0 1 7.08 5.4 

16 1 -1 1 0 1 8.76 5.2 

17 1 0 -1 1 -1 15.1 4.6 

18 1 1 0 -1 0 5.00 5.8 

 

Here, based on our proposed method, to identify the significant control factors two radial bias 

function (RBF) networks were designed to determine which control factors are significant for each 

response. The MSE for the test data corresponding to the full model and models including four 

control factors are shown in Table 15. 
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Table 15. Experimental runs 

Factors 𝒀𝟏 𝒀𝟐 

A,B,C,D,E 1.2160 1.3252 

A,B,C,D 0.6938 8.8083 

A,B,C,E 7.2435 1.1648 

A,B,D,E 5.4616 2.3622 

A,C,D,E 3.2952 2.5940 

B,C,D,E 2.2240 3.3579 

 

A, B, C, D and E are control factors. Significant control factors for each of the two responses are 

shown in Table 16. As you see factor E for responses Y1 and factor D for response Y2 is not 

significant. 

 
Table 16. Significant control factors for responses 

𝒀𝟏 𝒀𝟐 

A,B,C,D A,B,C,E 
 

Now we design two MLP neural networks then train them by GA and PSO algorithms. Test and 

train data is selected randomly from DOE data with a ratio of 20 to 80 percent. Table 17 shows the 

performance of the GA and PSO in neural network training. As you see same as example I, PSO 

works better than GA. Also, performance of PSO versus GA in second neural network is shown in 

figure 11. Also figure 12 shows the proceeding of second neural network that follows the real data 

precisely. Optimize responses are Y1=5.3427, Y2=5.9626 
 

Table 17. The MSE of the test and train data in neural network training by using GA and PSO. 

MSE versus training 

algorithms 
GA PSO 

𝒀𝟏 
Train MSE 0.0886 0.0128 

Test MSE 0.3273     0.2404 

𝒀𝟐 
Train MSE 0.0235 0.0029 

Test MSE 0.0650 0.0106 
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Figure 11 training of the second neural network by GA and PSO. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
  

Figure 12 Desired data and network output in the training of the second neural network by PSO 

 

Now by utilizing the PSO algorithm, we can find optimum settings this PSO has 50 iterations and 

the particle size is 10. See Figure 13. Orouskhani et al [44] proposed to weight each Node because 

central nodes are more important than others, because of having low data in this paper we can’t use 

this method, but we propose this weighting method if our case study has more training data. Table 

18 compares the proposed method with Lin et al. [45] and Tong et al [42,43]. As can be seen in 

Table 18, the total desirability achieved by the proposed approach shows its ability to optimize 

multiple-response problems in comparison with other approaches. 
 

 

 

 
 



22 International Journal of Applied Data Science in Engineering and Health 
 

Table 18. Comparison of the final solution 

Approach X1 X2 X3 X4 X5 D(x) 

Proposed method 0.332 1 -0.081 -0.998 1 0.963 

Lin et al [41] 1 1 0 -1 -1 0.940 

tong et al [38] 1 1 1 -1 1 0.884 

tong et al [39] 1 1 0 0 -1 0.819 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusion 

We proposed an approach for solving multiple response optimization problems using neural 
networks and metaheuristic algorithms. A radial basis function (RBF) neural network identifies 
significant control factors, and for each response, a multi-layer perceptron (MLP) is trained using 
two metaheuristic algorithms: genetic algorithm (GA) and particle swarm optimization (PSO). The 
performance of both algorithms is compared using mean square error (MSE), with PSO yielding 
better results. The optimized outputs are combined into a single function using a desirability 
function, and the best inputs are found via PSO. Two examples, including a semiconductor 
manufacturing case, demonstrate lower MSE compared to other methods, confirming the reliability 
of our approach. Our method addresses key issues: 1) it improves upon polynomial regression 
models for complex processes, 2) it considers the relative importance of multiple responses, 3) it 
avoids mathematical complexities, 4) it doesn't require statistical assumptions, and 5) it helps 
reduce problem complexity by filtering out insignificant factors. The method efficiently utilizes 
DOE data for accurate results. Future work could explore other metaheuristic algorithms, such as 
CSO, ICA, and IWD, for further comparisons. 
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